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The interaction between nuclear and electronic spins is of interest for structural characterization

of biomolecules and biomedical imaging based on nuclear magnetic resonance. The polarization

of the nuclear spins can be increased significantly if the electron spin polarization is kept out of

equilibrium. We employ semiclassical relaxation theory to analyze the electronic polarization of

the two-spin system characteristic of nitroxide radicals. Atomistic molecular dynamics simulations

of the nitroxide TEMPOL in water are performed to account for the effects of tumbling and

spin-rotation coupling on the spin–spin and spin–lattice relaxation times. Concentration effects on

the electron saturation are introduced by allowing for Heisenberg spin exchange between two

nitroxides. Polarization enhancement profiles, calculated from the computed saturation, are

directly compared with liquid-state dynamic nuclear polarization experiments conducted at

260 GHz/400 MHz. The contribution of the separate hyperfine lines to the saturation can be

easily disentangled using the developed formalism.

I. Introduction

The dynamic polarization of nuclear spins by paramagnetic

species can lead to nuclear magnetizations which are

significantly larger than their values in the absence of the

polarizing agent. Undoubtedly, enhancement of the nuclear

polarization is of direct potential significance for the charac-

terization of large biomolecules using nuclear magnetic

resonance (NMR) and for biomedical applications in which

small organic molecules are detected using magnetic resonance

imaging (MRI). From that perspective, it becomes highly

desirable to develop the necessary technology for performing

DNP under conditions appropriate for biomolecular NMR,

namely at high magnetic fields and in aqueous solutions.

The first liquid-state DNP experiments at 3.4 and 9.2 Tesla

have reported enhancements as large as �20 and �11,
respectively, for the nuclear magnetization of water protons

by small nitroxide radicals.1,2 These results indicate that

enhancements of significant practical interest are achievable

even at such high fields. To appreciate the importance of the

obtained DNP enhancements let us remember that the

enhancement e can be written as3

e = xsfge/gn, (1)

where ge and gn are the electronic and nuclear magnetogyric

ratios, x is the coupling factor of the two spins, s is the

saturation factor of the electronic spins, and f is the leakage

factor reflecting the faster nuclear relaxation in the presence of

the electronic spins. Since the magnitudes of x, s and f are

smaller than or equal to one, DNP enhancements of up to

660 are possible for protons. When the electron-nuclear

coupling is dipolar, as in the case we are interested in, the

coupling factor is at most 1/2 and the maximum possible DNP

enhancement is �330. Unfortunately, this value is reachable

only at low magnetic fields. The coupling factor decreases

dramatically with increasing magnetic field. Whether it drops

to essentially zero at magnetic fields of interest to

high-resolution biomolecular NMR (i.e., about 10 T) depends

on the presence or absence of random molecular motions on a

sub-picosecond time scale.

In the previous paper (I; DOI: 10.1039/b905709a) we used

molecular dynamics (MD) simulations to calculate the

coupling factors as a function of field strength for the water-

TEMPOL system studied experimentally at 3.4 and 9.2 T. As

expected, the coupling factors do decrease significantly with

increase in the magnetic field. Nevertheless, our results

show the presence of substantial sub-picosecond dynamics,

in agreement with the experimentally observed enhancements.

In fact, the coupling factors calculated from MD at 3.4 and

9.2 T are in excellent agreement with the values estimated from

relaxation dispersion experiments.1,2 Furthermore, according

to the MD results, even at 12.8 T one can expect 70%

of the enhancement observed at 9.2 T for TEMPOL in water

(assuming the same saturation).

In the present paper we turn our attention to the saturation

factor. Recently, a ‘‘new model’’ was developed to calculate

the saturation factor of nitroxide radicals under liquid-state

DNP conditions where the polarization mechanism is

described by the Overhauser effect.4 The model takes into

account the effects of nitrogen nuclear spin relaxation

Institut für Physikalische und Theoretische Chemie,
J. W. Goethe-Universität, 60438 Frankfurt am Main, Germany.
E-mail: prisner@chemie.uni-frankfurt.de
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(pertinent to nitroxide radicals) and Heisenberg spin exchange

(relevant at the increased radical concentrations used in DNP

experiments).4 Explicitly considered is the master equation for

the 12 polulations of the three-spin system electron–

nitrogen–proton involved in the DNP phenomenon.4 The

formalism has been applied to determine the saturation factors

at 9.8 GHz, and thus deduce coupling factors from the

measured DNP enhancements, for a number of biological

systems including micelles, vesicles, and proteins.5,6

Being limited to the relaxation dynamics of the populations,

an inherent feature of this formalism is the lack of spin–spin

(T2) relaxation effects which operate on the spin coherences.

Consequently, the dependence of the saturation on the

microwave frequency o (as opposed to the amplitude B1) is

also lacking. In the present article, the problem of calculating

the electron spin saturation for given experimental conditions

is revisited. In contrast to ref. 4, we consider the density matrix

for the two-spin system electron–nitrogen, characteristic of

nitroxide radicals. Neglecting the effect of the proton nuclear

spins on the electron spin relaxation is common in the

treatment of Overhauser-based DNP since other relaxation

mechanisms are much stronger and dominate.3

The treatment of saturation and exchange effects in electron

spin resonance (ESR) spectra of nitroxides has a long

history.7–9 Therefore, it is important to emphasize that our

analysis of the electron spin saturation is not new in content.

The generalization of the familiar Bloch equations to the

two-spin system of interest [eqn (26)], however, is in a form

that is particularly suitable for analyzing experimental

DNP/ESR data and should be of broad interest.

Our ultimate goal in the present paper is to calculate DNP

enhancements and compare directly with experiments at

9.2 T.2,10 To this end, the coupling factor (calculated from

MD simulations in paper I), is combined with the saturation

factor, the calculation of which is the subject of the present

work, using eqn (1). As already mentioned, a central role in

our treatment of the saturation factor is played by the density

matrix of the electron–nitrogen spin system. Within the

approximations of the semiclassical theory of spin

relaxation,11,12 it is possible to rigorously account for the

effect of the experimental conditions on the evolution of the

density matrix, and thus calculate the saturation. The factors

reflecting the experimental situation which are explicitly

considered in this study are the spin–lattice and spin–spin

relaxation times, T1 and T2, the rate of Heisenberg spin

exchange, 1/tH, and the frequency and magnitude of the

applied microwave field, o and B1. One of our main objectives

is to demonstrate how all of these experimental parameters can

be easily incorporated into the calculations.

The input that is necessary for the calculation of the

saturation factor are the values of the magnetic tensors, the

times T1, T2, and tH, as well as the magnitude and frequency

of the microwave field. Ideally, knowledge about these

parameters should come from independent experimental

measurements. For example, direct access to T2 processes is

offered by continuous-wave (cw) ESR spectra. Similarly, the

rate of Heisenberg spin exchange is accessible through line

shape analysis of the cw-ESR spectra.13,14 Also, the cw spectra

in solution and frozen samples provide information about the

magnetic g and A tensors. On the other hand, pulse ESR

methods are typically employed to measure T1 of nitroxides in

aqueous samples.15–17 Similarly, the amplitude B1 of the

microwave field in the cavity of the spectrometer is best

quantified by measuring the duration of a 901 (p) pulse.

To reiterate, the approach outlined in the present paper is

concerned with utilizing all this independently available

information to calculate the saturation factor under the given

experimental conditions.

At the high magnetic field of interest for this work, there is

one major stumbling block in putting the proposed formalism

to work. Due to the experimental limitations at 260 GHz,

there is no independently measured T1 against which our

calculations can be calibrated. Furthermore, the amplitude

of the microwave field is not known exactly. As a result, the

values of T1 and B1 that we use to calculate the saturation are

estimated. However, that should not deflect from the main aim

of the paper, which is to present a general and sound approach

for calculating electron spin saturation under given experi-

mental conditions in a form convenient to use in the context of

DNP experiments.

Finally, a few words should be said regarding the spin–

lattice and spin–spin relaxation mechanisms affecting the

relaxation times T1 and T2. In the present paper, we explicitly

account for three relaxation mechanisms: g-tensor anisotropy,

electron-nuclear hyperfine coupling, and spin-rotation.18,19

The time scales of the physical motions that lead to these

mechanisms are extracted from atomistic MD simulations,

similar to the ones employed in paper I. Other T1 and T2

relaxation mechanisms,20 like hyperfine coupling to nitroxide

protons, relaxation due to residual oxygen, g-strain broadening,

or generalized spin-diffusion19 are not treated explicitly.

Such processes are accounted for by introducing additional

exponential (Lorentzian) relaxation times, TL
1 and TL

2 , in order

to obtain quantitative agreement with experimental cw-ESR

spectra or T1 values (if available). Since these additional

parameters are used to calibrate T1 and T2 against independent

experimental information, they do not constitute free

(i.e., arbitrary) parameters in the calculation of the electron

spin saturation.

The article is organized as follows. In the next section the

theoretical treatment of the electron spin saturation under

DNP conditions is presented. The calculation of the saturation

and the cw-ESR spectrum is formulated as the solution of a

single matrix equation, in the spirit of the Bloch equations for

spin 1/2. Brief description of the high-field ESR and DNP

experiments is given in section III, which also contains details

about the MD simulations. The results obtained by applying

the formalism to DNP at 9.2 T together with a discussion of

the implications are presented in section IV. The final section

contains our concluding remarks.

II. Theory

A The spin Hamiltonian

We consider the following spin Hamiltonian (in units of

angular frequency)

Ĥ(t) = Ẑ(t) + Ŵ(t) + N̂(t) + L̂(t), (2)

This journal is �c the Owner Societies 2009 Phys. Chem. Chem. Phys., 2009, 11, 6638–6653 | 6639
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where

Ẑ(t) = |ge|B0�G(t)�Ŝ (3)

accounts for the Zeeman interaction of the electronic spin with

the constant magnetic field B0;

Ŵ(t) = |ge|B1(t)�G(t)�Ŝ (4)

contains the interaction with the microwave field B1;

N̂(t) = |ge|Î�A(t)�Ŝ (5)

accounts for the hyperfine interaction of the electronic and

nuclear (14N or 15N) spins; and

L̂(t) = �g(t)�T(t)�Ŝ (6)

represents the coupling of the electronic spin to the mechanical

angular momentum of the nitroxide molecule. In these

expressions, Ŝ and Î are the electronic and nuclear spin

operators for the spin system on the nitroxide, ge is the

gyromagnetic ratio of a free electron, g(t) is the angular

velocity of the nitroxide moiety, A(t) is the hyperfine tensor

(expressed in units of magnetic field),

G(t) = g(t)/ge (7)

is the electronic g-tensor, g(t), divided by the free electron

g-factor, ge,

T(t) = g(t) � geE (8)

is the spin-rotation coupling tensor, and E is the 3 � 3 identity

matrix.

The coupling tensors G, A and T are typically diagonal

in the same coordinate frame attached to the nitroxide.

Their explicit time dependence in the equations above is

due to the dynamics of this frame with respect to the

stationary laboratory frame in which the constant external

magnetic field B0 = (0,0,B0) is applied. Since the

electronic spin is quantized in the laboratory frame, all the

vector and tensor components in the Hamiltonian are

with respect to it. The (circularly polarized) microwave

magnetic field in the laboratory frame is given by B1(t) =

B1(cos ot, sin ot, 0).
The spin-rotation coupling is included in the Hamiltonian

because it provides an effective mechanism for spin–lattice

relaxation. The nuclear quadrupole (for 14N) interaction as

well as the interactions with the nearby solvent or nitroxide

proton nuclei is assumed to be negligible. The nuclear Zeeman

interaction has not been shown in (2). However, within the

approximations outlined below, it drops out of the analysis if

only electronic spin observables are considered, as will be the

case. (See e.g., ch. 9 of ref. 21.)

To separate the isotropic and anisotropic parts we introduce

G0 = Tr{G}/3, A0 = Tr{A}/3, T0 = Tr{T}/3

(9)
G0 = G � G0E, A

0 = A � A0E, T
0 = T � T0E

where Tr{X} denotes the trace of X. In addition, we define the

angular frequencies

o0 = |ge|B0G0, o1 = |ge|B1G0, oA = |ge|A0, (10)

the first of which is the electron Larmor precession frequency.

All this allows us to write

Ẑ0 = o0Ŝz, N̂0 = oAÎ�Ŝ,

Ŵ0(t) =
1
2
o1(e

iotŜ� + e�iotŜ+)

for the parts which are independent of the orientation of the

nitroxide, and

Ẑ1(t) = |ge|B0�G0(t)�Ŝ, N̂1(t) = |ge|Î�A0(t)�Ŝ,

Ŵ1(t) = |ge|B1�G0(t)�Ŝ

for the orientation dependent parts. We also write

L̂ = L̂1 + L̂2, where

L̂1(t) = �T0g(t)�Ŝ, L̂2(t) = �f(t)�Ŝ, (13)

and f(t) = g(t)�T0(t). Note that both L̂1 and L̂2 dependent on

the orientation of the nitroxide with respect to the external

magnetic field.

B Semiclassical relaxation

For a detailed discussion of the assumptions behind semi-

classical relaxation theory the reader should consult the

existing literature.11,12 Here we would only like to point out

that the radicals are assumed to tumble sufficiently fast such

that complete ensemble averaging is experienced by each one

of them over periods much shorter than the spin–spin and

spin–lattice relaxation times. The coherent spin evolution

is then driven by the rotationally invariant, average

Hamiltonian. Spin relaxation, on the other hand, is caused

by second-order terms in the anisotropic part of the

Hamiltonian. In the coordinate frame that rotates about the

laboratory z-axis with angular frequency o, these isotropic

and anisotropic Hamiltonians are, respectively,

Ĥ00 = (O0+ oAÎz)Ŝz +
1
2
o1(Ŝ+ + Ŝ�), (14)

and

Ĥ01 = Ẑ01(t) + Ŵ0
1(t) + N̂01(t) + L̂0(t), (15)

after neglecting the non-secular terms. Here, prime refers to

the rotating frame and O0 = o0 � o is the relative Larmor

frequency. For the density matrix in the rotating frame, r(t),
which describes the quantum mechanical state of the spin

system on the nitroxide, a relaxation equation is derived.11

It reads

_r(t) = �i[Ĥ00,r(t)] � R(r(t) � req), (16)

where the dot above r stands for d/dt, [�, �] is a commutator,

req is the density matrix at thermal equilibrium, and R is a

relaxation (super)operator which acts on the deviation of r(t)
from equilibrium. The relaxation operator is given by

Rð�Þ ¼
Z 1
0

dt½Ĥ 01ðtÞ; ½Ĥ 01ðt� tÞ; ���; ð17Þ

where the line denotes ensemble and time average.

In principle, the relaxation kernel contains all the 16

pairwise combinations of the four terms in eqn (15). Typically,

Ŵ0
1 is small and its effect on relaxation can be neglected.

(11)

(12)
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Because the fluctuations of the angular velocity g are much

faster than the time scale of molecular tumbling, the cross-

correlations of the spin-rotation coupling with all the other

terms vanish.22 This leaves us with the following contributions

to relaxation:

R(�) = RZZ(�) + RZN(�) + RNN(�) + RLL(�), (18)

where the subscripts indicate the pair of operators that appear

in the kernel of eqn (17).

To simplify the calculations of these relaxation operators

the nitroxide is assumed to undergo isotropic rotational diffu-

sion. This approximation is expected to apply for TEMPOL

and other small nitroxides. (If suspected to play a role, the

contribution due to anisotropic diffusion can be easily in-

cluded in the present analysis.18) Expressions for each term on

the right hand side of eqn (18) are given in eqn (A1) under the

assumption that effects of dynamic frequency shift23 are

negligible, thus considering only the real parts of the spectral

densities. Also, the nuclear Zeeman and hyperfine frequencies

(on the order of tens of MHz) have been neglected in compar-

ison with the frequencies of electron spin precession (tens or

hundreds of GHz) or set equal to zero when appearing in the

spectral densities associated with molecular tumbling and

spin-rotation coupling. These assumptions are justified in

the fast motional regime in which the Redfield theory is

applicable.21

C Relaxation equation of motion

For easier access to the electronic spin observables, like the

saturation and the cw-ESR spectrum, we write the density

matrix as

r(t) = r0(t)Ŝ0 + rz(t)2Ŝz + r+(t)Ŝ� + r�(t)Ŝ+, (19)

where each of the submatrices rk, k = 0, z, + , � is a 3 � 3

(I = 1) or a 2 � 2 (I = 1/2) matrix. The density matrix from

eqn (19) can be inserted into eqn (A1) to calculate the

relaxation of the separate rks. The resulting expressions are

presented in the appendix together with the expressions for the

coherent evolution under the Hamiltonian Ĥ00 [eqn (A8) to

(A12)].

The longitudinal and transverse electronic magnetizations,

necessary for the calculation of the steady-state saturation and

the cw-ESR spectrum, can be determined from the density

matrix according to

hŜzi(t) = Tr{Ŝzr(t)} = Tr{rz(t)},

hŜ+i(t) = Tr{Ŝ+r(t)} = Tr{r+(t)}.

In either case, only the entries along the main diagonal of rz
and r+ are necessary. Interestingly, neither the relaxation

operators nor the coherent evolution couple the diagonal

elements of the submatrices rk to their off-diagonal elements.

Thus, it is possible to calculate the evolution of the diagonal

entries only, which are coupled to each other. In the following,

we limit our attention to these elements (to be denoted by

[rk]m,m, with m = 1,0, �1 for I = 1, and m = 1/2, �1/2 for

I = 1/2) and completely disregard the rest.

It is convenient to arrange the elements [rk]m,m in column

vectors as follows:

sk ¼
½rk�1;1
½rk�0;0
½rk��1;�1

2
4

3
5 and sk ¼

½rk�1=2;1=2
½rk��1=2;�1=2

� �
; ð21Þ

where the former corresponds to I= 1 and the latter to I= 1/2.

With that understanding, the relaxation equation of motion

(16) becomes

_sþ
_s�
_sz
_s0

2
664

3
775 ¼ ð�iL�RÞ

sþ
s�
sz
s0

2
664

3
775þR

0
0
seqz
0

2
664

3
775; ð22Þ

for the 12 � 1 (I = 1) or 8 � 1 (I = 1/2) column vector

constructed by stacking the column vectors sk on top of each

other as shown. The (12 � 12 or 8 � 8) matrices L and R

contain the contribution of the coherent evolution and the

relaxation, respectively. These are found to be

L ¼

�O0I0 � oAIz 0 o1I0 0
0 O0I0 þ oAIz �o1I0 0

1
2
o1I0 � 1

2
o1I0 0 0

0 0 0 0

2
664

3
775 ð23Þ

and

R ¼

R2

R2

R1 U

V R0

2
664

3
775þ 1

tH

X

X

X

0

2
664

3
775; ð24Þ

where each of the explicitly written entries is a 3 � 3 or 2 � 2

matrix and the elements left empty are equal to zero. The

matrix Iz has the same matrix representation as the (three- or

two-dimensional) nuclear spin operator Îz. We use a different

symbol since Iz acts only on the diagonal entries [rk]m,m. In the

same way, the matrices Iþ and I� are understood to have the

same matrix representations as Î+ and Î�. The representations

of R1, R2, R0, U, V, and X, which depend on whether we deal

with I = 1 or I = 1/2, are given in the appendix for each of

these two cases. The last relaxation matrix in eqn (24) accounts

for Heisenberg spin exchange, characterized by the exchange

time scale tH, and considered in more detail in the appendix.

Two things need to be mentioned regarding eqn (22) before

using it in numerical work. The first pertains to the fact that

the submatrix r0 contains the identity matrix, Î0, along its

main diagonal. (This is the part Î0Ŝ0 in the full density matrix r.)
Since this part is not affected by the relaxation or the coherent

evolution, it poses numerical problems during the matrix

inversion necessary to calculate the steady-state solution

(see next paragraph). However, this part of the density matrix

does not deviate from its equilibrium value. Therefore, it

can be completely disregarded. How we do so is discussed in

the appendix. As a result, R0 becomes a 2 � 2 matrix when

I = 1, or a scalar when I = 1/2. Similarly,

U and V turn into 3 � 2 and 2 � 3 (I = 1), or 2 � 1 and

1 � 2 (I = 1/2) matrices.

Second, instead of dealing with the complex matrix iL in

eqn (22) one can introduce

sx = (s+ + s�)/2, sy = (s+ � s�)/2i, (25)

(20)
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and rewrite the relaxation equation of motion as

_r ¼ ðK�RÞrþRreq; ð26Þ

where

r = [sx,sy,sz,s0], req = [0,0,seqz ,0] (27)

are column vectors, R is the same as before, and

K ¼

0 �O0I0 � oAIz 0 0
O0I0 þ oAIz 0 �o1I0 0

0 o1I0 0 0
0 0 0 0

2
664

3
775: ð28Þ

We prefer this latter form. Eqn (26) is a natural generalization

of the familiar Bloch equations to the electron-nuclear spin

system on the nitroxide.

D The saturation, the cw-ESR spectrum, and T1

Both the saturation factor and the cw-ESR spectrum are

obtained under steady-state conditions. The steady-state

solution of eqn (26) is

rss ¼ ðR�KÞ�1Rreq: ð29Þ

In the appendix, this solution is examined in more detail and

its correspondence to the steady-state solution of the Bloch

equations is illustrated.

The separate contributions of the hyperfine lines to the

steady-state saturation can be read from the corresponding

entries of the vector sssz , whose sum gives the total longitudinal

magnetization. Similarly, the contribution of each ESR line to

the dispersion and absorption components of the cw-ESR

spectrum are contained in the corresponding element of

sssx and sssy , respectively. The sum over the hyperfine lines

gives the observed spectral line shape.

For direct comparison with experiment it is preferable to

calculate a cw spectrum in derivative form. Analytically, this

can be achieved by differentiating rss with respect to the

microwave frequency:

@rss

@o
¼ ðR�KÞ�1 @K

@o
ðR�KÞ�1Rreq: ð30Þ

In contrast to the saturation and the cw spectrum, the

relaxation time T1 cannot be obtained from the steady-state

solution (29). For its calculation we go back to eqn (26). We

have in mind a saturation recovery experiment where the

(longitudinal) magnetization is fully destroyed at t = 0 and

its recovery is observed for later times. Since o1 = 0 in this

case, the evolution of sz can be followed by solving the simpler

equation

_sz
_s0

� �
¼ � R1 U

V R0

� �
sz
s0

� �
� seqz

0

� �� �
; ð31Þ

subject to the initial condition [sz(0),s0(0)] = 0. The solution is

readily found to be

szðtÞ
s0ðtÞ

� �
¼ 1� exp � R1 U

V R0

� �
t

� �� �
seqz
0

� �
: ð32Þ

Using it, the recovery of the longitudinal magnetization is

calculated by performing the following dot product

hŜziðtÞ ¼ ½1; 1; 1; 0; 0�
szðtÞ
s0ðtÞ

� �
: ð33Þ

Fitting the evolution of hŜzi to a monoexponential allows us to

obtain the spin–lattice relaxation time T1.

III. Methods

A ESR and DNP experiments at 9.2 T

The DNP experiments at 9.2 T were performed using a double-

resonance structure, which allows for simultaneous ESR and

NMR excitations at 260 GHz/400 MHz.24 Accurate direct

determination of the microwave B1 by measuring a p (901)

pulse could not be established at 260 GHz. An estimate

of the maximum B1 of 1.6 G was achieved using a high-

frequency structure simulator.24 Since the simulation

represents an ideal structure, B1 is expected to be smaller in

reality because of geometrical imperfections and non-ideal

surface resistance of the hand-made structure. In addition,

small changes of B1 with frequency, resulting from

power fluctuations within the 260 GHz microwave source

and standing waves within the transmission system, cannot

be ruled out. Due to the small size of the microwave cavity,

exact reproduction of the sample position or of the cavity

dimensions (when tuning the cavity by adjusting its length)

is difficult to achieve.

When DNP enhancements were experimentally acquired

under maximum available microwave power the sample was

observed to heat up and reach a steady temperature, which

was determined to be about 20 1C above the ambient room

temperature by measuring the shift of the NMR line of the

water protons.2,10 Therefore, when comparing with the

measured DNP enhancement we use physical parameters

appropriate for T E 40 1C. The relaxivity at this elevated

temperature was measured to be k = 0.09 s�1mM�1, and the

T1 of pure water, T1w, was measured to be 4.8 s. The leakage

factor for a given nitroxide concentration c (mM) is calculated

from f(c) = kcT1w/(1 + kcT1w). In section IV we use the

following three leakage factors:

f(3.15) = 0.576, f(4.2) = 0.645, f(6.3) = 0.731, (34)

determined from this expression.

B Computational details

The simulated system was a cubic box filled with TIP3P25

waters and one TEMPOLmolecule. The force field parameters

used for the nitroxide were from ref. 26. The simulations

were performed with NAMD,27 at constant volume and

temperature (NVT ensemble), using periodic boundary

conditions. Electrostatic interactions were treated with particle

mesh Ewald.28 Bonds involving hydrogen atoms were

constrained with SETTLE29 and a 2 fs time step was used

for the numerical integration.

To properly account for the heating of the sample, MD

simulations were performed at three different temperatures,

T = 298 K (25 1C), 308 K (35 1C), and 318 K (45 1C). The
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temperature was controlled with a Langevin thermostat

coupled to the heavy atoms only. Different Langevin friction

was used at the different temperatures such that the simulated

water diffusion matches the experimental values. (See paper I

for more details on this point.) In paper I TEMPOL–water

coupling factors were calculated as a function of applied

magnetic field for the three temperatures. In these simulations

the system contained 2991 waters in addition to a single

TEMPOL molecule. The calculated coupling factors at

260 GHz, of interest to the present study, were obtained to

be x(25 1C)= 1.80%, x(35 1C)= 2.43%, and x(45 1C)= 2.97%.

When comparing with experimental DNP enhancement data

in section IV we use x = 2.7%, which is intended to corres-

pond to the value at 40 1C.

In the next section we calculate T1 and T2 relaxation times

for TEMPOL from the correlation functions of its rotational

displacement and angular velocity. Such correlation

functions of TEMPOL only contain more sampling noise

compared to the TEMPOL–water correlation functions,

because there is a single TEMPOL molecule in the simulation

box as opposed to thousands of water molecules which

contribute to the statistical averaging. To obtain better

estimates of the rotational time scale tD we performed another

set of simulations like the ones described in paper I but

containing one TEMPOL molecule in a smaller box with

991 waters instead of 2991. (The initial water boxes contained

1000 and 3000 waters, respectively, and 9 waters were removed

after introducing the nitroxide.) Reducing the system size is

permissible when only the rotational dynamics of TEMPOL is

of interest. As in paper I, the simulations lasted for 2.1 ns,

coordinates were saved every 0.15 ps, and the first 90 ps

were excluded from the analysis. These new trajectories were

analyzed together with the trajectories of the larger system,

reported in paper I, thus doubling the amount of sampling.

Lastly, angular velocity correlation functions are necessary

to calculate the effect of spin-rotation coupling on T1 and T2.

Since the angular velocity decorrelates extremely fast MD

snapshots were saved every 20 fs to resolve this rapid decay.

This was done by extending the previous simulations for

additional 600 ps and saving the coordinates every 10 integra-

tion steps (instead of every 75). To calculate an instantaneous

angular velocity it is necessary to definite a rigid coordinate

frame attached to the nitroxide. However, because the angular

velocity correlation time, which was found to span only tens of

femtoseconds (cf. section IV), is comparable with the time

scales of internal molecular vibrations, defining a rigid

molecular frame becomes problematic. It should be remem-

bered that, if treated quantum mechanically, vibrational

modes with frequency of about 200 cm�1 and higher (period

of 150 fs and smaller) should not be excited at all at room

temperature. This is certainly not true for the classical MD

simulations at hand. Such fast molecular vibrations not only

prevent the clear-cut definition of a body-fixed coordinate

frame but also contaminate the correlation function of the

angular velocity with spurious oscillations. In an effort to

reduce these unwanted effects we have defined a body-fixed

frame using the nitroxide oxygen, nitrogen and the four

carbon atoms on the ring which are closest to the

nitrogen atom.

IV. Results and discussion

A Rotational correlation functions

1 Angular displacement. To calculate the time scale of

rotational diffusion, tD, three orthogonal vectors were defined
on the nitroxide. For each of these vectors r = (rx,ry,rz)

the auto-correlation of the following three functions was

calculated:

fi(r) = 1 � 3r2i /r
2, i = x,y,z. (35)

Due to rotational isotropy the correlation functions for the

three choices of i are expected to be equal. This allowed us to

take the average of the three correlation functions and obtain

a better estimate. The average of the correlation functions over

i = x,y,z for the three vectors on the nitroxide are shown as

thin lines in Fig. 1. Although the decays for the three vectors

are not identical, thus indicating that the rotational dynamics

of TEMPOL in water deviates slightly from isotropic

diffusion, the latter is seen to be a rather good approximation.

Therefore, a single tumbling time, tD, was calculated from the

average of the correlation functions for the three orthogonal

vectors (the thick lines in Fig. 1). The average correlation

functions were fit to a sum of two exponential decays in the

range t A [0,50) ps. The time scales and amplitudes deduced

from the fits are given in Table 1. The second decay, which is

responsible for at most 9% of the total amplitude, was

introduced to account for the initial fast decrease of the

Fig. 1 Rotational correlation functions for three orthogonal vectors

on TEMPOL (thin colored lines), the average correlation functions

(thick colored lines) and the best exponential fits to the average

(thin black lines).
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orientational correlation function. The slower time scale was

identified with the tumbling time.

On the basis of the obtained rotational correlation times we

deduce that tD = 20 ps should be used in the simulation of

ESR data obtained at room temperature. For the simulation

of data under DNP conditions, where the sample is measured

to be 20 1C hotter than the ambient temperature, we use

tD = 12 ps.

2 Angular velocity

The angular velocity correlation functions were calculated

from the shorter (600 ps) trajectories for which snapshots were

saved for analysis every 10 integration steps. At every

snapshot the rotation matrix that transforms the current

body-fixed coordinate frame (defined as described above) to

the frame in the next snapshot was extracted. These rotation

matrices were used to calculate the axis and the angle of the

rotation. The (instantaneous) angular velocities were obtained

by dividing the angles of rotation by the time step.

The angular velocity correlation functions obtained from

this procedure are shown in Fig. 2. The spikes which are visible

in these correlation functions are not due to insufficient

sampling but correspond to molecular vibration periods which

have not been averaged out by the selection of the six atoms

used to define a rigid molecular frame (see discussion in

section III B). The raw correlation functions were fit to

Cang(t) = a1e
�t/t1 + a2e

�t/t2 cos(t/t3). (36)

The parameters yielding the best fit are given in Table 2. This

analytical functional form leads to the following spectral

density [cf. eqn (A7)]

JZþzðoÞ ¼ ðT2
0 þT

02Þ a1t1
1þ o2t21

�

þ a2t2=2

1þ ðo� 1=t3Þ2t22
þ a2t2=2

1þ ðoþ 1=t3Þ2t22

#
;

ð37Þ

which is used in the calculation of the relaxation rate matrices

R1 and R2.

B Calibrating the input parameters

1 T2 relaxation and cw-ESR spectra. The steady-state

solution of the generalized Bloch equations, eqn (B4), can be

used to calculate cw-ESR spectra. Such calculated spectra are

shown in Fig. 3 and 4, where they are compared with experi-

mental spectra recorded at 9.2 T (260 GHz). The data are

for 0.6 mM aqueous solutions of 14N and 15N TEMPOL,

respectively. Given the low radical concentration, the spectra

were simulated without any Heisenberg exchange. As is typical

when acquiring cw-ESR spectra, only weak microwave power

was applied. Thus, any excess heating of the sample is not

expected. The temperature therefore should be close to room

temperature, implying a rotational tumbling rate of about

20 ps. Similarly, the spin-rotation parameters calculated from

the MD simulations at 25 1C were employed.

As expected at such high magnetic fields, the width of the

lines of the simulated spectra were found to be rather sensitive

to the entries of the g tensor, in particular to its largest

component gxx, and less sensitive to the elements of the A

tensor. The following literature values of the magnetic tensors

were used in the calculation of the reported spectra:15,30

g = diag(2.0088,2.006,2.002),

A = diag(6.3,6.3,37.5) Gauss.

Table 1 Rotational correlation times and corresponding amplitudes

tavD /ps aD tfast/ps afast

25 1C 18.1 0.94 0.4 0.06
35 1C 12.0 0.98 0.1 0.02
45 1C 11.8 0.88 1.1 0.09a

a The remaining amplitude of 0.03 was accounted for by an extremely

slow decay on a practically infinite time scale.

Fig. 2 Angular velocity correlation functions (symbols and lines) and

the best fit for 25 1C (thin black line). Circles, squares and triangles

correspond to 25, 35 and 45 1C, respectively.

Table 2 Time scales and amplitudes used to fit the angular velocity
correlation functions calculated from the MD trajectories

t1/fs t2/fs t3/fs a1/rad
2 ps�2 a1 + a2

a

25 1C 13.1 100. 56.1 0.893 1.267
35 1C 11.6 92.4 59.7 0.850 1.360
45 1C 11.7 92.8 64.9 0.860 1.389

a The sum a1 + a2 was restricted to Cang(0) during the fit.

Fig. 3 Comparison of the experimental cw-ESR spectra (lines and

points) with the calculated spectra (lines) for 14N TEMPOL. (a) Pure

absorption spectrum. (b) The absorption component in (a) minus 0.28

of the dispersive component.

(38)
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The gxx and Azz values reflect the polar aqueous environment.30

The Axx and Ayy values, which are difficult to access precisely,

were kept equal and chosen such that the frequency spacing

between the hyperfine lines agrees with experiment. For the

simulation of the 15N spectra the hyperfine tensor was scaled

by a factor of 1.4 to account for the difference in the

magnitudes of the respective magnetogyric ratios.

The differential broadening of the hyperfine lines observed

in the experiment is faithfully reproduced in the simulations.

The differential broadening in the calculations is solely due to

the relaxation mechanism described by the operators RZN and

RNN and is dominated by the tumbling time tD. However, to

obtain the overall widths of the spectral lines shown in Fig. 3

and 4, additional broadening of 0.8 G had to be introduced.

This was done by adding the corresponding (scalar) relaxation

rate to the matrix R2. Including small broadenings in the

quantitative simulation of cw-ESR spectra at high fields is

not uncommon.18,31–33 Residual oxygen or g-strain effects are

thought to be responsible for this additional relaxation. Once

again, the broadening introduced by hand is the same for all

the three lines and does not contribute to the differences in the

line widths. Thus, the tumbling deduced from MD is seen

to account rather well for the differential T2 relaxation of

TEMPOL.

By definition, the calculated absorption spectra shown in

Fig. 3(a) and 4(a) are symmetrically positioned with respect to

the horizontal axis, such that the integral of the spectrum

vanishes. Clearly, the experimental lines are shifted slightly

upward in an asymmetric fashion. This points to the presence

of small dispersive component that is difficult to completely

get rid of experimentally at this high magnetic field. The

spectra in Fig. 3(b) and 4(b) were simulated by subtracting

some portion (0.28 for 14N and 0.12 for 15N) of the

steady-state dispersion, sssx , from the absorption, sssy . As a

result, perfect agreement with experiment was achieved. The

characteristic way in which the addition of a dispersive

component affects the cw spectrum is evident from the

comparison of parts (a) and (b) of the two Figures. It should

be clear that having the dispersive component in the

experimental high-frequency spectra does not compensate

for possible systematic errors in the spin–spin relaxation

mechanisms, including the value of the rotational correlation

time.

The parameters used in the simulation of the cw-ESR

spectra in Fig. 3 and 4 are summarized in Table 3.

2 Choosing T1 and the rate of Heisenberg spin exchange.

The spin–lattice relaxation time, T1, is another input

parameter that has to be calibrated against independent

experimental information. Unfortunately, T1 data to compare

with is not available at 260 GHz. The spin–lattice relaxation

times for the nitroxide TEMPONE (which is similar to

TEMPOL) in water have been published for frequencies up

to 94 GHz.16,17 The reported values are shown in Table 4. It is

seen that up to 34.6 GHz T1 increases with the field, after

which it starts to decrease.

The next two columns in Table 4 show calculated T1s. The

TD
1 values are obtained by considering the effect of the

nitroxide tumbling only (with correlation time tD = 20 ps).

Including the spin-rotation coupling determined from the MD

simulations at 251 leads to the values in the column TD,sr
1 .

Clearly, the spin-rotation coupling is essential for calculating

T1 values in reasonable agreement with experiment. This is

especially so at the higher frequencies, where the TD
1 s are off by

more than an order of magnitude.

Although spin-rotation coupling is essential, the coupling

estimated from the MD simulations is not sufficient for

quantitative agreement with experiment. This is not surprising,

however, since other spin–lattice relaxation mechanisms, not

explicitly accounted for in our treatment, are expected to be

operational.19 To account for their effect, a scalar relaxation

rate can be added to the relaxation matrix R1. In fact, this

additional relaxation can be varied until any desired T1 is

achieved. In column T�11,L of Table 4 we report the magnitudes

of additional relaxation (in Gauss) that lead to final

Tcalc
1 values in perfect agreement with experiment. The

calculated value at 260 GHz is an arbitrary but reasonable

projection of the trend that is seen in the experimental data.

Finally, before proceeding to the calculation of the saturation

factor and the DNP enhancements, it is necessary to select the

time scale of Heisenberg spin exchange. The rate of inter-

molecular spin exchange has been estimated as 2.2 �
109 M�1s�1 for TEMPONE in benzene at room temperature.34

(The power of 10 is �9 in ref. 34, but this must be a misprint.)

For c = 3.15 mM this would imply tH = 144 ns. Taking the

exchange rate to be inversely proportional to the viscosity

of the solvent we can estimate the exchange rate in water as

Fig. 4 Same as Fig. 3 for 15N TEMPOL. In (b) the dispersive

component is multiplied by 0.12 and subtracted from the pure

absorption in (a).

Table 3 Parameters used in the simulation of the cw-ESR spectra in
Fig. 3 and 4

B0/G B1/G tD/ps T�12,L/G tH/ns Disp.a

92123.8 0.001 20 0.8 N
b 0.28/0.12

a The dispersive component subtracted from the absorption for
14N/15N, respectively. b Intended to reflect the low concentration of

c = 0.6 mM.
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tH = 220 ns. (The viscosities of water and benzene at 20 1C

are, respectively, 1.00 and 0.652 cP.) In contrast to this

number, the exchange rate of Fremy’s salt in water at 67 1C

was deduced to be 9.6�108 M�1 s�1 in ref. 13. This implies

tH = 330 ns for c= 3.15 mM. In our case, tH is expected to be

larger both because the translational diffusion coefficient of

the bulkier TEMPOL radical should be smaller and because

the temperature is lower. Considering that nitroxide radicals

are polar, we suspect that the rate of their encounter and spin

exchange in nonpolar solvents, like benzene and toluene, may

be different than the rate in water (even after adjusting for

differences in viscosity). On the other hand, the exchange rate

measured in water is for Fremy’s salt, which is a charged

radical. Given these complications, we select tH = 400 ns to

simulate the saturation factor but explicitly examine the effect

of increasing the Heisenberg spin exchange rate by a factor of

two (i.e., tH = 200 ns).

C DNP enhancement and saturation

1 DNP enhancements. As discussed in section III, the DNP

enhancements were obtained at T E 40 1C, which implies

tD = 12 ps for the tumbling time (cf. Table 1) and x = 2.7%

for the coupling factor. Also, we use the spin-rotation coupling

parameters deduced from the MD simulation at 45 1C. The

DNP enhancements calculated using f = 0.576 (the leakage

factor for c= 3.15 mM) and Heisenberg spin exchange time of

tH = 400 ns, in addition to the aforementioned parameters,

are compared with experiment in Fig. 5 as a function of

microwave frequency. (The simulation parameters are

summarized in Table 5.) The agreement between theory and

experiment is seen to be rather good. In particular, the width

and height of each line is captured pretty well. As expected, the

broader hyperfine line in the cw-ESR spectrum (on the right in

Fig. 3) corresponds to the broader and smaller line in the

enhancement profile (on the left in Fig. 5), which illustrates the

effect of T2 on the saturation. (The axis are inverted since one

is magnetic field and the other is frequency.)

In spite of the overall agreement, theory and experiment

differ in two aspects. The first relates to the slight horizontal

shift of the central hyperfine line. The second concerns the

difference in the observed enhancements at the dips between

the lines. Presently we cannot provide an explanation for

either of these discrepancies. However, as will become

apparent below, there is an indication that the performance

of our current experimental setup (e.g., the microwave power)

might vary slightly with frequency in a nonlinear fashion.

2 Decomposing the saturation factor. A line dependent T2

can be calculated from the diagonal entries of the matrices R2

or T2 [cf. eqn (B1)] as

T(m)
2 = 1/[R2]m,m or T(m)

2 = [T2]m,m. (39)

In the absence of Heisenberg spin exchange these two alter-

natives yield essentially the same numerical values. Employing

this procedure, and calculating T1 as before, we obtain (in ns)

T1 = 850, T(1)
2 = 20.9, T(0)

2 = 17.8,T(�1)
2 = 15.4 (40)

for the calculation corresponding to room temperature. As

discussed in ref. 35, we observe that T1 at this field essentially

does not depend on the hyperfine line. This is why it is

sufficient to report a single number. At the increased DNP

temperature (T E 40 1C) the relaxation times are calculated as

T1 = 690, T(1)
2 = 28.6, T(0)

2 = 25.1, T(�1)
2 = 22.1. (41)

Thus, as expected, T1 decreases and the T2s increase with

increase in temperature.

As a first approximation, let us assume that the three

hyperfine lines are uncoupled. Their separate contribution to

the total saturation can be calculated from

s = (Meq
z � Mss

z )/M
eq
z

= o2
1T1T2/(1 + O2

0T
2
2 + o2

1T1T2), (42)

which follows from the Bloch eqn (B5). The line-dependent

steady-state saturation calculated from this equation for the

T1 and T2 values in (41) and a microwave field B1 = 0.9 G is

shown in Fig. 6(a). The three thin lines give the contribution of

the separate hyperfine lines to the total (observed) saturation,

shown with a thick line. On resonance the saturation is some-

what less than 0.3 for each of the hyperfine lines. Off resonance

(O0 a 0) the value of s drops due to the middle term in the

denominator of eqn (42). In our case, with O0 = oA E 15 G

(for 14N), this term is about 10 times larger than the last term.

Therefore, it is reasonable to expect that only the line which is

irradiated is saturated and contributes to the DNP

Table 4 Comparison of the calculated T1 times (in ns, unless specified
otherwise) with experiment

GHz Texp
1

a TD
1 /ms TD,sr

1 T�11,L/G Tcalc
1

9.15 490 1.3 660 0.028 490
18.5 770 3.4 920 0.012 770
34.6 920 7.5 1100 0.01 920
93.8 880 14.6 1200 0.017 880
260 — 16.8 1200 0.02 850

a Experimental values for TEMPONE at 20 1C.16,17

Fig. 5 Comparison of the calculated (line) and measured DNP

(squares) enhancements at 260 GHz as a function of the microwave

frequency.

Table 5 Parameters used in the simulation of the DNP enhancements
in Fig. 5a

B0/G B1/G tD/ps T�1i,L/G c/mM f tH/ns

92123.8 0.9 12 0.8/0.02b 3.15 0.576 400

a x = 2.7% for the calculations of DNP enhancement. b The first

value refers to i = 2, the second to i = 1 in Ti,L.
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enhancement. Thus, maximum saturation of 1/3 (for 14N) or

1/2 (for 15N) is generally considered. Indeed, the tails of the

off-resonance lines are seen to contribute less than 10% to the

total saturation [Fig. 6(a)].

To properly treat the cross-coupling of the hyperfine lines one

needs to consider the matrix nature of the relaxation ‘‘times’’ T1

and T2 [cf. eqn (B1)] and solve eqn (29). The saturation

calculated in this way for the parameters corresponding to the

DNP conditions but without any Heisenberg spin exchange

(tH = N) is shown in Fig. 6(b). Cross-coupling of the hyperfine

lines is evident even in the absence of Heisenberg spin exchange.

Although the coupling is still relatively small, it is appreciably

larger than what is obtained on the basis of the simple Bloch

treatment. Note that in spite of the contribution of the neighboring

off-resonance lines, the maximum total saturation does not

increase dramatically compared to what was calculated for

independent hyperfine lines [Fig. 6(a)] since the contribution of

the on-resonance line decreases.

Lastly, we introduce Heisenberg spin exchange with

tH = 400 ns. The total saturation in this case, shown in

Fig. 6(c), is exactly the one that was used to calculate the

DNP enhancements in Fig. 5. The contribution of each hyperfine

line to the total saturation is visible from the figure. Now that the

coupling of the hyperfine lines has increased even further due to

the Heisenberg spin exchange, almost half of the maximal

saturation (s E 0.45) comes from the lines which are not on

resonance. On resonance, saturation substantially larger than the

naive expectation of 1/3 is thus obtained.

3 Sensitivity to sH and B1. In this section we examine the

degree to which the calculated saturation depends on the

Heisenberg spin exchange rate and microwave power. To this

end, we first calculate the saturation profile for twice as fast

(tH = 200 ns) and twice as slow (tH = 800 ns) exchange rate

compared to what was used in Fig. 6(c). The former value is

closer to the estimate of 220 ns based on the measurement for

TEMPONE in benzene.34 As expected, faster spin exchange

leads to larger saturation [Fig. 7(a)] and slower exchange to

smaller saturation [Fig. 7(b)]. However, the major increase/

decrease is seen to be at the peaks, with relatively little change

between the hyperfine lines. This demonstrates the importance

of matching the whole DNP enhancement profile as a function

of microwave frequency with a given exchange rate.

The other parameter in the calculations is the amplitude of

the microwave field experienced by the sample. In Fig. 8 the

saturation profile is shown for a larger (B1 = 1.0 G) and a

smaller (B1 = 0.8 G) values of the microwave field. In this

case, the increase/decrease of the saturation is similar over the

whole frequency range. At the same time, the lines are visibly

broader for the larger B1 and narrower for the smaller.

Therefore, when calculating the profile of DNP enhancement

vs. frequency, e.g., Fig. 5, it would be hard to compensate for

inaccurate estimates of B1 by simply scaling the e axis (that is,
assuming slightly different coupling or leakage factors).

In either case, the total saturation is changed by at most

10% with respect to what was used in Fig. 5, in spite of clear

differences in the relative contributions of the three hyperfine

lines. This uncertainty is expected to be comparable with the

Fig. 6 Contribution of the separate hyperfine lines to the saturation

at 260 GHz. (a) Independent hyperfine lines described by the classical

Bloch equations. (b) Including nuclear relaxation which couples the

hyperfine lines. (No Heisenberg spin exchange.) (c) Saturation under

DNP conditions calculated using the parameters in Table 5.

Fig. 7 Sensitivity of the saturation to the rate of Heisenberg spin

exchange. (a) tH = 200 ns. (b) tH = 800 ns. The black line, shown as a

reference, is the saturation for tH = 400 ns. The other parameters are

given in Table 5.
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errors stemming from the calculated coupling factors and the

measured DNP enhancements. Therefore, we conclude that

the determined coupling factors and saturation profile are in

very good agreement with the measured DNP enhancements,

even after allowing tH and B1 to vary in the broad range

examined here.

D Uniqueness of interpretation

In the following we address the question of uniqueness.

Although the enhancement profile as a function of o1 encodes

information about various parameters (e.g., x, f, tH, B1, etc.) it

should be explicitly stated that more than one combinations of

the parameters can lead to practically the same enhancement

curve. To demonstrate this point we consider a complex

experimental situation and examine the cw-ESR spectra and

the DNP enhancements for a mixture of 3.15 mM 14N and

3.15 mM 15N TEMPOL solution. The experimental and

calculated cw-ESR spectra and DNP enhancement profiles

are shown in Fig. 9 and 10. Two different sets of parameters

were used to obtain the theoretical curves (Table 6).

From the five hyperfine lines seen in the cw spectrum, the

central and the two outermost lines correspond to 14N and the

other two to 15N. The 14N : 15N ratio which led to best

agreement with experiment (shown in the Figures) was

established to be 57 : 43 for either set of parameters. Variation

in the concentrations of as little as 2% changes the relative

intensities of the lines in a way which is not consistent with

what is actually observed. The simulated cw spectra were

obtained by adding absorption and dispersion components

in a ratio of 1 to 0.5.

In the present case the cw spectra and the DNP enhance-

ments were obtained under the same conditions (i.e., maximum

microwave power). Therefore, it is expected that B1 and tD
should be the same as the ones used in Fig. 5 (and given in

Table 5). Furthermore, the radical concentration of 6.3 mM

for the mixture implies a leakage factor of 0.731 [from (34)]

and a Heisenberg spin exchange time scale of 200 ns

(to be consistent with tH = 400 ns used for half of this

concentration in Fig. 5).

However, using B1 = 0.9 G and c= 6.3 mM (i.e., f= 0.731

and tH = 200 ns) resulted in larger DNP enhancements than

experimentally measured (not shown). This may suggest that

the actual B1 or the concentration (or both) are somewhat

lower than expected. These two possibilities were separately

considered. Fixing the concentration at 6.3 mM necessitated a

Fig. 8 Sensitivity of the saturation to the amplitude of the microwave

field. (a) B1 = 1.0 G. (b) B1 = 0.8 G. The black line, shown as a

reference, is the saturation for B1 = 0.9 G. The other parameters are

given in Table 5.

Fig. 9 Comparison of the calculated and measured cw-ESR spectra

(a) and DNP enhancements (b), for the mixture of 14N and 15N

TEMPOL in water, using the first set of simulation parameters from

Table 6.

Fig. 10 Same as Fig. 9 but with the second set of parameters in

Table 6.
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lower B1 of 0.82 G for the agreement with experiment shown

in Fig. 9. Since the lower microwave power (compared to

what was used in Fig. 5) implies a decrease in the sample

temperature by about 5 1C, the coupling factor was decreased

to a value appropriate for T = 35 1C (x = 2.45%).

Alternatively, keeping B1 at the expected value of 0.9 G,

agreement between theory and experiment was obtained for

c = 4.2 mM (that is f = 0.645 and tH = 300 ns) as shown in

Fig. 10.

The comparison of Fig. 9 and 10 reveals that the two sets of

parameters given in Table 6 both lead to reasonably good

agreement with the experimental data. It should be apparent,

therefore, that the experimental information does not corres-

pond to a unique combination of the parameters. A certain

degree of compensation is evidently possible by changing the

experimental variables in a concerted fashion.

The determined ratio of 57 : 43 for the 14N–15N mixture at

hand demonstrates that uncertainties in the concentration of

up to 15% can be expected for the samples employed in the

current study. This number is smaller than the 30% difference

that had to be assumed in the simulations of Fig. 10.

Therefore, the calculation with the reduced concentration

likely does not correspond to the experimental situation.

Our purpose in presenting it, however, is to demonstrate

the room for compensation that is possible when different

parameters are changed simultaneously.

In contrast, the deviation of the microwave power from

what is expected on the basis of Fig. 5 is well justified from an

experimental point of view. The power in the cavity may drop

depending on experimental conditions which are hard to

reproduce exactly. In fact, variations of the microwave field

of such magnitude are not only expected but are present across

the frequency range swept in a single experiment, as demon-

strated by the discrepancy between theory and experiment at

the higher frequency part of the enhancement curves in both

Fig. 9(b) and 10(b). With either set of simulation parameters

the calculations predict that the DNP enhancements should be

somewhat larger at the positive microwave frequencies

compared to the negative frequencies (with the central hyper-

fine line at the origin). The observed enhancements show the

opposite trend, which is hard to rationalize in the context of

the cw-ESR spectra. Hence, we suspect that this discrepancy is

caused by the slightly worse performance of the experimental

setup at the frequencies corresponding to the hyperfine lines

on the right hand side of Fig. 9(b) and 10(b).

V. Concluding remarks

In this study DNP enhancements at 9.2 T were calculated as a

function of microwave frequency for the nitroxide radical

TEMPOL in water. The calculated enhancements showed very

good agreement with the experimental results for the same

system. Two complementary pieces of information were

necessary for the direct comparison with experiment: the

coupling factor and the saturation factor. The DNP coupling

factor for TEMPOL and water at 260 GHz/400 MHz was

calculated from MD simulations in paper I. In the present

article we treated the saturation of the electronic spin by

carefully accounting for the various mechanisms of spin

relaxation within the rigorous framework of semiclassical

(Redfield) relaxation theory.

Being an approximate, second order perturbative treatment

the theory has a limited range of applicability, which breaks

when the dynamics of the spin bearing molecule is sufficiently

slow. Due to their relatively small size, the nitroxide radicals

typically used as polarizing agents in liquid-state DNP experi-

ments tumble fast enough in solution to justify this approxi-

mate treatment. Care has to be exercised when extending the

present approach to larger radicals or spin labeled proteins.

Two main conclusions can be drawn from the present study.

The first relates to the treatment of the electron spin saturation

in the interpretation of DNP enhancement experiments with

nitroxides. We have shown that the saturation behavior of the

three hyperfine lines cannot be described properly assuming

that the lines are independent and using the classical Bloch

equations. Remarks along those lines are common in the

literature (e.g., ref. 1) but few studies have actually attempted

to systematically address the issue.4,36 In ref. 4 and 36 the

cross-coupling of the three hyperfine lines due to nitrogen

nuclear spin relaxation4 and Heisenberg spin exhange4,36 was

modeled by considering the 12 populations of the three-spin

system electron–nitrogen–proton. In contrast, in our treat-

ment of the saturation, we have neglected the electron spin

relaxation due to its dipolar coupling to the proton nuclear

spin, thus working only with the two-spin system electron–

nitrogen. However, unlike the model of ref. 4 and 36, the

electron spin coherences are explicitly present in our analysis.

Accounting for the dynamics of the coherences is important

for the description of T2 processes, which clearly affect the

degree of saturation already at the level of the classical Bloch

equations [cf. eqn (42)]. In the case of the ‘‘generalized Bloch

equations’’ that we have derived [eqn (26)] the coupling of the

three hyperfine lines is captured by the matrix nature of the

relaxation times T1 and T2 [eqn (B1)]. It is evident that such

coupling (e.g., due to Hesienberg spin exchange) happens not

only through T1 processes, but also through T2 processes

[cf. eqn (B1)]. The agreement between the DNP enhancement

profiles calculated using our formalism and experiment

suggests that the dipolar coupling of the electron spin with

the proton nuclear spins can indeed be ignored in the calcula-

tion of the saturation factor. Needless to say, this coupling is

essential for the DNP phenomenon, and its effect was taken

into account in the calculation of the coupling factor.

The second conclusion concerns the use of MD simulations

to calculate electronic T1 and T2 relaxation rates from first

Table 6 Parameters for the mix of 14N and 15N. The ratio of 57 : 43
was deduced from the simulation of the cw spectraa

tD/ps B1/G c/mM f tH/ns x (%)

cw-ESR 12 0.82 6.3 — 200 —
DNP 12 0.82 6.3 0.731 200 2.45b

cw-ESR 12 0.9 4.2c — 300 —
DNP 12 0.9 4.2c 0.645 300 2.7

a B0 = 92123.8 G for all simulations. The dispersive component is 0.5

for the cw simulations. b The reduced microwave power implies lower

temperature by about 5 1C, which leads to smaller x. c The concentra-

tion is deduced from the value of the leakage factor and is used to

calculate tH.
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principles. Our results demonstrate that MD simulations

reflect the dynamics of TEMPOL in water surprisingly well.

This applies not only to the overall tumbling, which occurs on

a time scale of about 20 ps and has a strong influence on the T2

at 260 GHz, but also to the inertial part of the rotational

motion, which occurs on a time scale of about 0.1 ps

and influences the value of T1 through spin-rotation

coupling. From that perspective, the calculation of electronic

spin relaxation emerges as a means for very serious validation

of the dynamics aspect of MD simulations. Even longer

time scales, in the range from hundreds of picoseconds to

tens of nanoseconds, become important in the context of

spin labels attached to proteins. There is already evidence

that MD simulations do surprisingly well in this regime

as well.33

Appendix A: Relaxation operators

1 Tumbling and spin-rotation coupling

Using the form of the Hamiltonian given in the text and the

fact that all the spectral densities are even functions of o one

obtains the following expressions for the relaxation operators

under the assumption of isotropic tumbling:

RLLð�Þ ¼ JZþzð0Þ½Ŝz; ½Ŝz; ���

þ 1

2
JZþzðoÞð½Ŝ�; ½Ŝþ; ��� þ ½Ŝþ; ½Ŝ�; ���Þ;

ðA1aÞ

RZZð�Þ ¼
2

3
JGGð0Þ½Ŝz; ½Ŝz; ���

þ 1

4
JGGðoÞð½Ŝ�; ½Ŝþ; ��� þ ½Ŝþ; ½Ŝ�; ���Þ;

ðA1bÞ

RZNð�Þ ¼
2

3
JGAð0Þð½Ŝz; ½Î zŜz; ��� þ ½Î zŜz; ½Ŝz; ���Þ

þ 1

4
JGAðoÞð½Ŝ�; ½Î zŜþ; ��� þ ½Î zŜ�; ½Ŝþ; ���

þ ½Ŝþ; ½Î zŜ�; ��� þ ½Î zŜþ; ½Ŝ�; ���Þ;
ðA1cÞ

RNNð�Þ ¼ JAAð0Þ 2

3
½Î zŜz; ½Î zŜz; ��� þ

1

4
½ÎþŜz; ½Î�Ŝz; ���

�

þ 1

4
½Î�Ŝz; ½ÎþŜz; ���

�

þ 1

4
JAAðoÞð½Î zŜ�; ½Î zŜþ; ��� þ ½Î zŜþ; ½Î zŜ�; ���

þ 1

6
½ÎþŜ�; ½Î�Ŝþ; ��� þ

1

6
½Î�Ŝþ; ½ÎþŜ�; ���

þ ½ÎþŜþ; ½Î�Ŝ�; ��� þ ½Î�Ŝ�; ½ÎþŜþ; ���Þ:
ðA1dÞ

Here,

JXY(o) = cXYtD/(1 + o2t2D) (A2)

are the rotational spectral densities (assuming the rotational

correlation function is exponentially decaying), tD = 1/6D is

the rotational correlation time corresponding to a diffusion

coefficient D, and the coefficients21

cGG = g2eB
2
0 Tr{G

0G0}/5,

cGA = g2eB0 Tr{G
0A0}/5, cAA = g2eTr{A0A0}/5

are defined in terms of the traceless magnetic tensors.

The spectral density

JZ+z(o) = JZ(o) + Jz(o) (A4)

appears in the contribution of the spin-rotation coupling,

where JZ(o) and Jz(o) are associated with L̂1 and L̂2,

respectively [cf. eqn (13)]. They are related to the auto-

correlation functions CZ(t) and Cz(t) of the angular velocity

g and the vector f through

J(o) = Re
R
N

0 dte�iotC(t). (A5)

Cross-correlations between g and f vanish if one assumes that

the orientation of the molecule is independent of its

angular momentum.22 For an exponentially decaying CZ, i.e.,

CZ(t) = T2
0c

Ze�t/tZ, one has

JZ(o) = T2
0c

ZtZ/(1 + o2t2Z). (A6)

The contribution of L̂2 requires the evaluation of similar

correlation functions but after replacing g by f. When

the angular velocity decorrelates much faster than the

coupling tensor T (tZ { tD), which is the case in liquids, the

correlation functions of f can be factorized to a good

approximation.22 In the case of exponential decay, this leads

to Cz(t) E T02cZe�t/tZ, with T02 = Tr{T0T0}/3.37 The

corresponding spectral density Jz is like the one shown in

eqn (A6) but with T2
0 replaced by T02. Therefore, for their sum

we obtain

JZ+z(o) = (T2
0 + T02)[cZtZ/(1 + o2t2Z)]. (A7)

If the decay of the correlation function is non-exponential

the part in square brackets needs to be modified accordingly

[cf. eqn (37)].

Substituting the density matrix from eqn (19) and

simplifying due to S = 1/2 leads to

RLL(r�Ŝ8) = [JZ+z(0) + JZ+z(o)]r�Ŝ8,

RLL(rz2Ŝz) = 2JZ+z(o)rz2Ŝz, (A8)

RLL(r0Ŝ0) = 0,

RZZ(r�Ŝ8) = [2
3
JGG(0) + 1

2
JGG(o)]r�Ŝ8,

RZZ(rz2Ŝz) = JGG(o)rz2Ŝz, (A9)

RZZ(r0Ŝ0) = 0,

RZN(r�Ŝ8) = [2
3
JGA(0) + 1

2
JGA(o)]{Îz,r�}Ŝ8,

RZN(rz2Ŝz) = JGA(o){Îz,rz}2Ŝz, (A10)

RZN(r0Ŝ0) = 0,

(A3)
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RNNðr�Ŝ�Þ ¼
1

4
JAAð0Þ 2

3
fÎ z; fÎ z; r�gg

�

þ 1

4
fÎþ; fÎ�; r�gg þ

1

4
fÎ�; fÎþ; r�gg

�
Ŝ�

þ 1

4
JAAðoÞ 1

6
Î�Î� þ Î zÎ z þ Î�Î�

� �
r�

�

þr�
1

6
Î�Î� þ Î zÎ z þ Î�Î�

� ��
Ŝ�

ðA11aÞ

RNNðrz2ŜzÞ ¼
1

4
JAAð0Þ 2

3
½Î z; ½Î z; rz��

�

þ 1

4
½Îþ; ½Î�; rz�� þ

1

4
½Î�; ½Îþ; rz��

�
2Ŝz

þ 1

4
JAAðoÞ 7

12
fÎþ;fÎ�; rzggþ

7

12
fÎ�;fÎþ; rzgg

�

þfÎ z; fÎ z; rzgg
�
2Ŝz

þ 5

48
JAAðoÞð½Îþ; fÎ�; rzg� � ½Î�; fÎþ; rzg�ÞŜ0;

ðA11bÞ

RNNðr0Ŝ0Þ ¼
1

4
JAAð0Þ 2

3
½Î z; ½Î z; r0��

�

þ 1

4
½Îþ; ½Î�; r0�� þ

1

4
½Î�; ½Îþ; r0��

�
Ŝ0

þ 1

4
JAAðoÞ 7

12
½Îþ; ½Î�; r0�� þ

7

12
½Î�; ½Îþ; r0��

�

þ½Î z; ½Î z; r0��
�
Ŝ0

þ 5

48
JAAðoÞðfÎþ; ½Î�; r0�g � fÎ�; ½Îþ; r0�gÞ2Ŝz

ðA11cÞ

for the relaxation, and

½Ĥ 00; r� Ŝ�� ¼ � O0r� þ
1

2
oAfÎ z; r�g

� �
Ŝ� �

1

2
o1r�2 Ŝz;

½Ĥ 00; rz2 Ŝz� ¼
1

2
oA½Î z; rz� Ŝ0�o1rzðŜþ � Ŝ�Þ;

½Ĥ 00; r0 Ŝ0� ¼ oA½Î z; r0� Ŝz

ðA12Þ

for the coherent evolution. In these equations {�,�} denotes

anticommutator. None of these expressions couple the

diagonal elements of rk to the off-diagonal elements. Their

action on the diagonal elements depends on whether we deal

with a nitrogen spin I = 1 or I = 1/2. These two cases are

treated separately next.

a I = 1. In this case one finds from eqn (A8) to (A11) that

R2 ¼ a2I0 þ b2Iz þ c2I2z þ d2ðIþ þ I�Þ=
ffiffiffi
2
p

;

R1 ¼ a1I0 þ b1Iz þ c1I2z þ d1ðIþ þ I�Þ=
ffiffiffi
2
p

;
ðA13Þ

where

a2 ¼ cGG½4Jð0Þ þ 3JðoÞ�=6þ ½JZþxð0Þ þ JZþxðoÞ�

þ cAA½3Jð0Þ þ 7JðoÞ�=6

b2 ¼ cGA½4Jð0Þ þ 3JðoÞ�=3;

c2 ¼ cAA½5Jð0Þ � JðoÞ�=12; d2 ¼ cAAJð0Þ=4;

ðA14Þ

and

a1 ¼ cGGJðoÞ þ 2JZþxðoÞ þ cAA½3Jð0Þ þ 7JðoÞ�=6;

b1 ¼ cGA2JðoÞ; c1 ¼ cAA½5JðoÞ � 3Jð0Þ�=12;

d1 ¼ cAA½7JðoÞ � 3Jð0Þ�=12:

ðA15Þ

Before writing down the expressions for R0, U, and V we point to

the presence of the identity matrix Î0Ŝ0 in the sub-matrix r0. Since
this part of the density matrix does not evolve it leads to a singular

matrix-inversion problem.9 This difficulty is easily removed by

changing the basis for the main diagonal of r0 by introducing

(r0)diag = s00Î0 + s01Îz + s02Î
2
z, (A16)

and subsequently discarding the scalar s00. This leaves only

two entries for the vector s0, defined in eqn (21), namely s01
and s02. As a result, R0 becomes a 2 � 2 matrix, whereas U,

and V become 3 � 2 and 2 � 3 matrices, respectively. For their

matrix representations we find

R0 ¼ e
1 0

0 3

" #
; U ¼ f

1

2

1 3

2 0

1 �3

2
6664

3
7775; V ¼ f

1 2 1

1 0 �1

" #
;

ðA17Þ

where

e = cAA[3J(0) + 7J(o)]/12, f = cAA5J(o)/12. (A17)

b I = 1/2. Proceeding as before we obtain

R2 ¼ a2I0 þ b2Iz þ d2ðIþ þ I�Þ;

R1 ¼ a1I0 þ b1Iz þ d1ðIþ þ I�Þ;
ðA19Þ

where

a2 ¼ cGG½4Jð0Þ þ 3JðoÞ�=6þ ½JZþxð0Þ þ JZþxðoÞ�

þ cAA½7Jð0Þ þ 10JðoÞ�=24

b2 ¼ cGA½4Jð0Þ þ 3JðoÞ�=3; d2 ¼ cAAJð0Þ=8;

ðA20Þ

and

a1 = cGGJ(o) + 2JZ+x(o) + cAA[3J(0) + 14J(o)]/24,

b1 = cGAJ(o), d1 = cAA[7J(o) � 3J(0)]/24. (A21)
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Again, to isolate the trace of the density matrix we write

(r0)diag = s00Î0 + s012Îz (A22)

and discard the scalar s00. This leads to

R0 ¼ e; U ¼ f
1
1

� �
; V ¼ 2f 1 1½ �; ðA23Þ

with

e = cAA[3J(0) + 7J(o)]/12, f = cAA5J(o)/24. (A24)

2 Heisenberg spin exchange

a Pure I = 1 or I = 1/2. In addition to the relaxation due

to tumbling and spin-rotation coupling we include relaxation

caused by Heisenberg spin exchange between two nitroxides.

We follow ref. 38 in the construction of the exchange

relaxation operator X. In general, X is nonlinear but it can

be linearized assuming the high-temperature approximation

holds.38 Using Greek indices to denote the state of the

(nonexchanging) nuclear spin and Latin indices for the state

of the (exchanging) electronic spin, for the matrix elements of

X(r) one has8,38

hiajXðrÞjjbi ¼ t�1H hiajrjjbi½

� 1

2
dij
X
k

hkajrjkbi �N�1n dab
X
g

higjrjjgi
#
;

ðA25Þ

where Nn is the dimension of the nuclear spin Hilbert space

(equal to 3 or 2). From this expression one obtains

X ¼ 1

3

2 �1 �1
�1 2 �1
�1 �1 2

2
4

3
5 ðA26Þ

in the case of I = 1, and

X ¼ 1

2

1 �1
�1 1

� �
ðA27Þ

in the case of I = 1/2.

b Mixture of I = 1 and I = 1/2. The Heisenberg exchange

between 14N (with density matrix r3) and 15N (with r2) is

given by38

hiajXðr3Þjjbi ¼ t�1H hiajr3jjbi½

� 1

2
dij
X
k

hkajr3jkbi �N�12 dab
X
g

higjr2jjgi
#

ðA28Þ

and

hiajXðr2Þjjbi ¼ t�1H hiajr2jjbi½

� 1

2
dij
X
k

hkajr2jkbi �N�13 dab
X
g

higjr3jjgi
#
;

ðA29Þ

assuming the rate of exchange, t�1H , is the same for the two

isotopes. Using these expressions together with N3 = 3 and

N2 = 2 we find

X(s3)
(m)
k = t�1H [s(m)

3,k � 1
2
(s(+)

2,k + s(�)2,k )] (A30)

and

X(s2)
(n)
k = t�1H [s(m)

2,k � 1
3
(s(1)3,k + s(0)3,k + s(

�1)
3,k)] (A31)

for k= z, + ,�. These expressions for cross-isotope exchange
should be added to the previously derived eqn (A26) and (A27)

in the appropriate ratio, determined by the relative concentra-

tion of the two species.

Appendix B: Eqn (29) and the steady-state solution

of the Bloch equations

In complete analogy to the Bloch equations, it is possible to

write the steady-state solution (29) more explicitly. To do so

we introduce the matrices

T�12 ¼ R2 þ X=tH; T�11 ¼ R1 þ X=tH; T�10 ¼ R0; ðB1Þ

and define the combinations

O ¼ O0I0 þ oAIz;

P ¼ I0 þOT2OT2;

Q ¼ I0 � T1UT0V;

ðB2Þ

where O has units of frequency, and P and Q are dimension-

less. The steady-state solution is found to be

sssx ¼ o1T2OT2ðQPþ o2
1T1T2Þ�1Qseqz ;

sssy ¼ �o1T2ðQPþ o2
1T1T2Þ�1Qseqz ;

sssz ¼ PðQPþ o2
1T1T2Þ�1Qseqz ;

sss0 ¼ T0V½I0 � PðQPþ o2
1T1T2Þ�1Q�seqz :

ðB3Þ

In this form, the calculation is seen to involve the single inversion

of a real 3 � 3 or 2 � 2 matrix, in addition to several matrix

multiplications. This might be preferred over the equivalent

eqn (29) which involves the inversion of an 11 � 11 or 7 � 7

matrix. For the derivatives of sssx and sssy with respect to o we find

@sssy
@o
¼ T2ðQPþ o1T1T2Þ�1QðT2OþOT2Þsssy ;

@sssx
@o
¼ T2 sssy �O

@sssy
@o

� �
:

ðB4Þ

In section IV, eqn (B3) and (B4) were used to, respectively,

calculate the saturation and simulate cw-ESR spectra of

TEMPOL.

Naturally, in the absence of the nitrogen spin, i.e., when

Q ¼ I0, the solution (B3) reduces to the steady-state solution

of the familiar Bloch equations:

Mss
x = o1O0T

2
2(1 + O2

0T
2
2 + o2

1T1T2)
�1Meq

z ,

Mss
y = �o1T2(1 + O2

0T
2
2 + o2

1T1T2)
�1Meq

z , (B5)

Mss
z = (1 + O2

0T
2
2)(1+O2

0T
2
2 + o2

1T1T2)
�1Meq

z .
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